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used for transient stability analysis.

* Dimensionality Reduction: LASSO’s sparse feature
extraction lowers model complexity and boosts
computational efficiency.

* Time Series & ML Methods: ARIMA, LSTM, and
XGBoost predict rotor angle measurements, critical
indicators of stability and performance in synchronous

machines.
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selecting lambda for Sparsity

Training Sets
XY Htrain

Testing Sets
HXLY test, X, Y }val}

arg ugn %]ﬂ"’ — X8|z + AP,

Model Selection by Tuning Hyper-
parameters

Recording Validation
Parameters such as RMSE,

Prediction Horizon results based

on Selected model

Hyperparameters R2 error, MSE and MAE
Accuracy and Error calculation of
Estimated Parameters
— 30
_.E | —— delta 1
D 2 0 -
% 10 - |: ,\ .\ p :
"% O - —\|.|. | |1 ’\/\/\/\/\/VW\/\NWWJ‘\/\/W\’N’\W
s —10- | || u
> _20- IR
= ||
g —30 \
= O 20 40 60 80 100
Time
Results: i B
VALIDATION PARAMETERS FOR DATA DRIVEN MODELS USED IN THI A M\ '.' \ | ‘ S 2 \\, VA YA/ X / "g-'ﬁ“'-:.:f N\ N\S
PROPOSED SYSTEM WITHOUT NOISE s ol M1V YT N7 N Y © e
=3 " Fig. 9. Actual vs Predicted plot of test data using ARIMA model (3.0.2) for
Models | EMSE | R2 | MSE | MAE | MAPE | . with and without noise condition
LST {}TH f)'” {}285 {)5%’ 2{)[)05 30.0 32.5 35.0 37.5 io'.o 42.5 450 47.5 50.0 % :
AGB | 0886 | 0059 | 0785 | 0.7264 | 344.399 %:j N
, Fig. 10. Error plot of models without noise s 4]
ARIVA | 1872 | 3199 | 3504 | 1547 | 36741 : i -
VALIDATION PARAMETERS FOR DATA DRIVEN MODELS USEDINTHE cror Plot without Nowe L e T e e
PROPOSED SYSTEM WITH NOISE. - xGBoost aro 5 -
Models | RMSE | R2 | MSE [MAEMAPE] £ . | [/ \/ \/ M M\ 1 WW
LSTM | 1492 | -1.667 | 2226 | 1339 | 523.655 ! N s -2 .
XGB | 0988 | 01704 0976 | 079 | 300 | -2 ' =
ARIMA | 1872 | 31998 | 3504 | 1547 | 36741
Fig. 6. Actual vs Predicted plot of test data using XGBoost model along with
Fig. 11. Error plot of models with noise crror plot without Noise

Conclusions:

* LASSO Regression Application: Demonstrates sparsity-based dimensionality reduction and compressive sensing for transient stability
prediction in large power systems.
Extended to ML Algorithms: LASSO is integrated with LSTM and XGBoost, alongside the classical ARIMA model.

Comparative Study: Evaluates ARIMA, LSTM, and XGBoost for time series prediction under various disturbances.

Robustness: ARIMA fails under large disturbances, indicating limited robustness. In contrast, LSTM and XGBoost handle rotor angle
prediction effectively.
Sparse Feature Extraction: Offers a more robust, dimensionally reduced, and optimal strategy for power system time series data.
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